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Abstract els represents an object of the image under consideration?
(Jp this paper, we shall refer to ampnnected subs§s] of

In this paper, we propose a method for image understan xels of an image as@onnected componestthe image.

ing by applying a theory of parameter-dependent connect . . . .
components developed by us in a previous work. We ma; or any given grouping method, the pixels of an image

. ) . ay be grouped into a set of connected components. Thus,
study various properties of an image at the connected com- : )
. : . . .~ _we may understand the structure of the image in terms of
ponent level. Using the information obtained from various. . L
|t§ connected components besides its pixels. However, for

component histograms, we can understand the structure 0 . ;
) o ) . . an arbitrary grouping method, a connected component of
images in either micro-view or macro-view. . . X
an image may not necessarily represent a meaningful ob-
jectinthe image. So, we may regard understand images by
1. Introduction its connected components as the component understanding
level orintermediate levebf image understanding.
Although the human brain can quite successfully deal with
image understanding, it is still unclear how to instruct a  There are many ways to group the pixels in an image.
computer to perform that task with comparative successA traditional definition for a connected component of an
Any given image has certain properties or features of itdmage is a maximal connected subset of the pixels in the
own. Are we aware of all of them? If not, to what level image which have the same gray value [3]. In a binary
can we understand the image by using a subset of its profmage, the objects are usually represented by either black
erties? Researchers have studied the properties of imagpixels or white pixels. The connected components of the
from various directions, such as the distribution of the grayimage can be easily obtained by the technique of thresh-
values of pixels [1, pp. 92-94], [2, vol.1, pp. 231-237], olding [2, vol. 2, pp. 61-66]. In this case, the properties
connected components [2, vol.2, pp. 241-244], [3] andbof the connected components, such as size, location, are
transformations [2, vol.1, pp. 13-29], [4]. We believe thatcorresponding to the properties of the objects of the im-
image understanding may be thought of as a process whidciges. In a multi-gray-value image, an object usually con-
is composed of three levels — pixel, component and contentins pixels which have different gray values. If we limit
understanding. At the pixel understanding level, we con-each connected component to have only one gray value, an
centrate on the properties of the pixels in the image. Webject might be “cut” into several pieces and each piece
may understand the structure of an image in very detail bubelongs to a different connected component. We may ob-
may have no sense of the content of the image. At the cortain the connected components of a multi-gray-value im-
tent understanding level, we concentrate on the propertiesge by using multi-thresholding [2, vol. 2, pp. 66—68]
of some groups of pixels. Usually, each group of pixelsor some other modified thresholding technique [2, vol. 2,
represents a meaningful object. Content understanding isp. 68-71], [6, 7, 8, 9, 10]. In this case, the properties
a complex intellectual process and this ikigh level un-  of connected components usually do not correspond to the
derstanding properties of the objects in the images. However, in prac-
In practical problems, it is not enough to understand artical situations, for a comprehensive image understanding
image only at the pixel level. We often need to understandve often would like to know the relationship among the
the content of an image. This raises the question: how t@bjects, rather than among the “parts” of the objects. So,
group the pixels in an image such that each group of pixwe feel that it would not be convenient in practice to con-
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straint each connected component to have the same gragtif each pair of points of the subset s, §)-connected.
value. Instead, it may be more useful to relax this con-The definition of(e, §)-connectedness gives us a conve-
dition to allow the pixels in the same component to havenient tool to study the variation of gray values in an image.
different gray values, so that each object of an image may varying the parameteesandd, we may investigate the
correspond to a connected component. diverse distribution of gray values. Given a paginE X,
Recently, we have introduced [5] the conceptof)-  any maximal(e, §)-connected set containingis called a
components of gray images that takes into account both theelated (e, §)-connected compone(ih short, (e, §)-RCQ
gray values of the pixels and the differences of the grayof p, and is denoted b@f; the pointp is called theseed
values of the neighboring pixels, whered are two pa- pointof its (e, §)-RCCs. (By amaximal(e, §)-connected
rameters. Eaclk,§)-component may contains the pixels set, we mean a(e, §)-connected sef such that there ex-
which have different gray values. We have discussed [5]sts no other(e, §)-connected set which contaissprop-
some properties ofe, §)-components which may help us erly, i.e, for any pointp’ ¢ C,’, there is at least one point
to analyze and understand the structure of an image in @ € sz, such thap’, ¢ are not(e, d)-connected.) For a
higher level. In [5], we described an algorithm to find given image, arfe, §)-RCC obtained by the algorithm dis-
the (e, §)-components for a given image and the values ofcussed in [5] is called afk, §)-component of the given
the parameters. The experimental results gave in [11, 12nage. Thespectrumof the gray values of a set of pixels
have show that for some appropriate parameter values, aff is defined to benazc — minc, whereming, mazc
(e, 6)-component may represent an object of an image readenote the minimum and the maximum of the gray values
sonably well. So, the properties of tkie §)-components in C respectively.
describes the properties of the corresponding objects of the
image. Thus, we may understand the content of an image
through the properties of i{g, §)-components. In this pa-
per, we shall discuss how to analyze and understand the
structure of an image in terms of its, 4)-components.

3. Image Understanding by Connected
Components

Any digitized image has certain inherent properties which
are somehow shown as a scene that may not always rep-
2. Preliminaries resent a significant meaning to humans. The concept of

the (¢, §)-components is one of the inherent properties of

To make this paper self-contained, we review briefly somean image. The algorithm described in [5] provides us a

definitions from our previous work [5]. method to find thée, §)-components for a given image and
A gray imageX. is represented by a set of points eachthe values of the parameters.

of which has a certaigray valuerepresenting the inten- Histogram has been used as a primary tool to analyze

sity of brightness of the point. We shall usé) to denote  the structure of images in the pixel level understanding.

the gray value of the point p. Although, theoreticadtyp) In the conventional rectangular grid system, any pixel has

could be any number, we shall take it, for convenience, tamnly two distinguishable properties with respect to other
be a non-negative integer. Two points in a gray image pixels: its gray value and its location. From the gray-
are callechdjacentf they share either a vertex or an edge. value-histogram of pixels, we could get only distribution
Our treatment does not depend on the grid system chaf the gray values of pixels in an image and the location
sen to represent an image and the way in which the pointsf each individual pixel would not help us significantly
share vertices or edges. Instead of considering whether thte understand the structure of an image. However, a con-
points are 4-, 6- or 8-neighbors (see [3] or [13] for defi- nected component is often composed of a group of pixels.
nitions), we shall simply consider here only whether twolt posses much richer distinguishable properties, such as

points are adjacent or not. size, shape, location, maximal gray value, minimal gray
A pathbetween two pointg, andp,, in a gray image value, with respect to other connected components than
¥ is a sequence of poings, p1,. .., p, Such thap; € ¥ a single pixel does. So, we may expect that the various

andp; andp;_ are adjacent forall <7 < n. Givennon-  property histograms gk, §)-components could provide us
negative integers andd, we say that two distinct points much more information about the structure of an image
p, ¢ € X are (¢, d)-connectedf there exists a path = than the gray-value histogram of pixels. Besides the indi-
Do,P1,---,Pn = ¢, Such that the maximal variation of the vidual properties, thée, §)-components of an image with
gray values of the points on the path is less than or equalifferent values ot andé have also statistical properties.
to ¢, and the maximal variation of the gray values of anyThus, we may study the structure of the image through
two adjacent points along the path is less than or equal tthe individual properties and the statistical properties of its
d. Such a path will be called a, §)-connected pathe- (e, §)-components. At the component understanding level,
tweenp andgq. A subset off is called an(e, §)-connected  if we concentrate on the individual properties of each com-
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ponent, we understand the image iméro-view If we
consider also the statistical properties of the components,
we understand the image ima@acro-view

3.1. Image understanding in a micro-view

For a givere andd, we know that the correspondifg ¢)-
components of an image have some common properties.
From the definition of thée, §)-component [5], it follows
that the spectrum of the gray values of each componentis
less than or equal to Although, within an(e, 4)-component,
the difference of the gray values of any two neighboring
pixels may not be always less than or equabtand it

can be shown [5] that there is always a path between the
two pixels such that the difference of the gray values be-
tween any two neighbor pixels on the path is less than or
equal tad. Since all the pixels within afe, §)-component

are known, we can easily find the size and maximal, mini-
mal, or average gray values of eaehd)-component. Al-
though the exact size of a component may not be important
(since it depends on the scale of the image), the relative
size of the component to that of the other components is
very helpful to understand the image in many cases. Fur-
thermore, since we can trace down the boundary of each
(e,0)-component, so, we are able to describe the shape of
each(e, 6)-component and locate its position. Thereafter,
we are able to calculate other desirable geometric features
of each component. If we can describe the shape of a com-
ponent efficiently, it will help us to understand the content
of the image. For example, we may check if @né)-
component is of some simple geometrical shape, such as
a rectangle, a circle or a triangle. However, so far, there
is no convenient formula to represent an arbitrary shape.
So, in most practical problems we have to use the entire
(or somehow encoded) boundary to describe the shape of
a component. Figure 1 shows a simplified example. Fig-
ure 1-(a) is an original gray image. Figure 1-(b) contains
its five (e, §)-components whea = 20 andd = 10. The
componentC; has the size 6947 pixels and the average
gray value 162. The componetit has the size 4,335 pix-

els and the average gray value 138. Similarly, the com-
ponentsC, Cy andCs have the sizes 2947, 851, 75020
and the average gray value 160, 142 and 181 respectively.
From these information we understand that the image is
composed of five connected components in each of which (b)
the variation of the gray values of pixels is no more than

20 and the difference of the gray value of a neighboring

pixel is no more than 10. Also, we understand thatCs

are two smaller and darker componelits,is a bigger and

brighter component. Therefore, with the positions of the

connected components, we could have a good understand-

ing of the structure of the image.
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3.2. Image understanding in a macro-view

To understand an image in a macro-view, we concentrate
on the statistical properties of ifg, §)-components. The
most obvious statistic is the number(ef §)-components.
Size—histogram We now consider various histograms of thgj)-components
- —instead of the pixels — to analyze the distributions of the
different properties of thée, §)-components in an image.
We shall refer to such a histogrampeoperty histogram
of (¢, d)-components. Corresponding to each property of
the (e, §)-components, we can create a property histogram
of the (¢, §)-components, where the X-axis represents the
values of the property and the Y-axis represents the num-
ber of the(e, §)-components. Thus, a poiiit,y) in a
property histogram ofe, §)-components represents the in-
formation that there arg number of(e, §)-components in
the image whose corresponding property has the value
For example, we may create the size-histogram, max-gray-
value-histogram, average-gray-value-histograngeo®)-
components. Figure 1-(c) shows the size-histogram of the
o (e,0)-components of Figure 1-(b); Figure 1-(d) shows the
o I L L L L average-gray-value-histogram of the §)components of
'Size of the compoments (10e5) Figure 1-(b). If the shapes of the components are limited
only to those of simple geometrical shapes (such as a rect-
(©) angle, a disk), we may easily create a shape—histog.ram of
v G aray—velue—histogram components also. Where, the values along the X-axis may
o be a code of the different shape names. From a shape-
- histogram, we could easily find the number of rectangles,
triangles in the image (This would be specially helpful to
analyze, e. g., engineering drawings). From the various
property histograms dk, §)-components of an image, we
could analyze the distributions of tHe, §)-components
for corresponding properties. Thus, we could understand
the image not only at the pixel-level but also at a higher
level — the(e, §)-component level
Note that the€e, §)-components of an image depend on
the values ot andé. Changing the value afor é, a prop-
erty histogram of¢, §)-components may also be changed
correspondingly. Comparing the different property his-
tograms of an image for the different valueseoénd ¢,
we may find the variations of thg, §)-components with
: I I I I ‘ the values ot andd, and it could help us further to under-
O i iy i ey stand the structure of an image. Bebe an imagemnazs
andminy. be the maximal and the minimal gray value of
the image respectively, then, the spectrum of the image
(d) spectrumy, = mazxys, — miny. Whenspectrumy, < § <
Figure 1 (a) A gray image. (b) Thée, §)-components with = ¢ ' the entire image would be orfe, §)-component [5] —
20, 6 = 10. (c) The corresponding size-histogram of (a). (d) The gk an(e, §)-component does not help us to understand
corresponding average-gray-value-histogram of (a). the image. So, we need to consider here only the situation
when0 < § < e < spectrumy, [5]. If a large amount of
change in the-, §-values causes a small change in a prop-
erty histogram, thée, j)-components are comparatively
stable on the property within the corresponding ranges of
thee-, 6-values. If a small change in tle §-values causes

the components
0.5
|

Number of

the components
0.5
|

Number of
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a big change in a property histogram, it implies that these
e-, 0-values change thg, 6)-components significantly by
means of the corresponding property, and our experimen-
tal results show that these values are often good guides for

segmentation.
LetC' N, s representthe number of tiie §)-components C

of an image when the values of the parameters aredo
respectively, and
marcN = Maro<s<e<spectrums {CNE,J}

mingN = min0§6§e<spectrumz{CNe,6 | CNe,(S > 1}

If maxcn is small for an image, we understand that the

sizes of many homogeneous patches of the image are big. .
Otherwise, ifmazcy is big for an image, then, the sizes of

the most homogeneous patches of the image are small. For

example, from a given image whose spectrum is 193, we
obtain itsC N s with different values ot andd as shown

in Figure 2-(b). Sincenazcny = 12 is small, we know

that the image must be composed of several big homoge-
neous patches, even before we actually see this image. Fig-
ure 2-(a) shows this originalimage which matches with our
expectation. Figure 3-(b) show&N, s for another image
whose spectrum is 71. In this caseqxzony = 168 is big, @)
so, the image contains many small homogeneous patches.
Figure 3-(a) is the original image. From the distribution
of the (¢, §)-components with the different valuescofnd

0 shown in Figure 2-(b) or Figure 3-(b), we see that the
number of(e, §)-components changes a lot in some ranges
of the values ot andd, but a few in some other ranges of
the values ot andd. Intuitively, we should pay more at-
tention to those values efandé which cause a big change

of the number of ¢, §)-components. Comparing Figure 2-
(b) with Figure 3-(b), we know that the variation of gray
values of pixels in Figure 2-(a) is more abrupt than that in
Figure 3-(a). In a similar manner, we may analyze other
properties of the image from its corresponding property
histogram of thde¢, §)-components.

Distribution of Components

12

-—‘
T

4. Conclusion —
In this paper, using various component histograms, we have N
discussed a method to understand the structure of an image
at an intermediate level through tfe §)-components, the
inter-relationships of thée, §)-components, and the rela- 5 o2
tionships of thee, §)-components with different values of oo
e andéd. Combining certain pre-knowledge and informa-
tion obtained from variouge, §)-component histograms,
we could find the appropriate values@oéndd, such that
the objects in an image could be represented by its corre- (b)
sponding(e, §)-components reasonably well. Object ex- Figure 2 (a) A gray image. (b) Th€ N, ss of the image in (a).
traction and segmentation may then be done by locating
these(e, )-components. Thus, usirfg, §)-components as
atool, we may understand an image beginning from the in-
termediate level to the higher level.

Number of Components
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Distribution of Components
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(b)
Figure 3 (a) A chromosome image. (b) The distribution of the
(e, 0)-components of the image in (a).
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